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This statement outlines my current and future research directions and provides a brief summary
of my past research, with the hope that it elucidates my research contributions and academic
ambitions.

Introduction

I am currently a research associate at the Language Technology Lab in the University of
Cambridge. I work with Dr. Nigel Collier on PheneBank, a project funded by the UK’s
Medical Research Council which seeks to apply Natural Language Processing (NLP)
techniques, such as named entity recognition, text classification, and harmonization,
to medical texts. Prior to this, I did research in Dr. Roberto Navigli’s LCL lab in the
Sapienza University of Rome within MultiJEDI, an ERC funded project.

The main theme of my research is semantic representation of word senses and
concepts. The objective of this research is to address one of the main limitations of word
representations, i.e., meaning conflation deficiency (see Section 3), through modelling
individual meanings (senses) of words. These representations can be integrated into
downstream NLP systems in order to resolve lexical ambiguity in their input which can
ease their challenge in natural language understanding.

My research interests mainly lie within NLP, particularly Lexical Semantics. Broadly
speaking, I have contributed to the following areas of research in NLP:

• Semantic representation (§3)
– Word senses and concepts
– Rare and unseen words
– Multilingual

• Semantic similarity measurement (§4)
– Sense level similarity
– Alignment-based similarity of words, phrases and sentences
– Cross-level, cross-lingual and multi-lingual

• Word Sense Disambiguation (WSD) (§5)
– Polysemy simulation
– Large-scale evaluation of WSD

• Ontology enrichment and alignment (§6)
– Ontologization of collaborative resources
– Alignment of heterogeneous lexical resources

• Statistical Machine Translation (§7)
– Automatic construction of parallel corpora
– English-Persian phrase-based machine translation
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Figure 1
A simplified illustration of a sense-integrated NLP system (a CNN-LSTM neural classifier). The
integration mainly happens on the embedding layer and through resolving input ambiguity.

• Geographical parsing (§8)
– Metonymy detection
– Geo-coding

Ongoing and Future Research

1. Sense-aware NLP

As a general trend, most current NLP systems function at the word level, i.e. individual
words constitute the most fine-grained meaning-bearing elements of their input. The
word level functionality can affect the performance of these systems in two ways: (1)
it can hamper their efficiency in handling words that are not encountered frequently
during training, such as multiwords, inflections and derivations, and (2) it can restrict
their semantic understanding to the level of words, with all their ambiguities, and
thereby prevent accurate capture of the intended meanings.

The first issue can be alleviated by inducing embeddings for rare and unseen
words, for instance, by exploiting the knowledge encoded in external lexical resources
(see Section 3.2). A research direction of mine focuses on the second issue: making
NLP systems sense-aware. Despite its potential benefits, the integration of sense-level
information into NLP systems has remained largely understudied, perhaps for not
being straightforward process. Downstream NLP applications often take as their input a
sequence of words, ignoring the fact that lexical ambiguity can hinder accurate semantic
understanding or just hoping that the issue can be automatically addressed with the
abundance of data. However, often this cannot be achieved by the model given the
complexity of decisions or scarcity of training data. Examples of non-optimal sense
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Figure 2
Relation between average document size and performance improvement in sense-integrated
classifier. Results show that sense integration leads to consistent improvements as document size
grows.

distinction can be found across a wide range of NLP applications, including celebrated
commercial products such Google Translate1.

As a very first step towards this direction, we carried out a set of experiments show-
ing that a simple disambiguation coupled with the integration of sense representations
can lead to consistent performance improvement on multiple topic categorization and
polarity detection datasets, particularly when the fine granularity of the underlying
sense inventory was reduced and the document was sufficiently large (Figure 2). The
results of this study were presented at ACL 2017 [1]. Given these encouraging results
and in light of the potential advantages of functioning at the deep semantic level of
senses, a future research direction of mine will investigate fusing sense level information
into various downstream applications, particularly machine translation systems and
chatbots which can potentially benefit significantly from this migration.

2. Semantic Space Unification

One of the keys to word embeddings’ recent success is their dense vectorial repre-
sentation. This simple numerical representation allows their seamless integration into
NLP systems, particularly in the input layer of various neural architectures. Replacing
one-hot representation of words in this layer with soft continuous representations of
embeddings can provide the system with enhanced generalization power and lead
to significant performance improvements. However, wide-coverage lexical semantic
knowledge is not bound to the distributional form derived from co-occurrence statistics
in text corpora. Importantly, there exist hundreds of lexical resources, such as machine-
readable dictionaries, ontologies, thesauri, and semantic networks, for various domains
and languages. Usually created by experts or through a collaborative endeavour, these
lexical resources provide a wealth of knowledge which might not be easy to capture

1 For instance, in the EN-IT translation, the word plant in “he works in a plant” is translated to pianta which
refers to the botanical plant, or the term showers in “many showers expected according to the forecast” is
translated to docce which refers to the bathroom shower.
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Figure 3
Merging heterogeneous semantic spaces (e.g., corpus-based and graph-based) with dual
objectives: knowledge base completion (not shown in the figure) and rare word representation
(for the word “Tomasini” in the figure).

using distributional modeling. Hence, these resources can be seen as complementary
sources of lexical knowledge to distributional models.

A possible future research direction of mine would focus on the unification of these
two types of knowledge representations with the goal of improving individual spaces.
Essentially, this problem can be viewed as two sub-problems, described in the following.

2.1 Embedding of lexical resources

Knowledge in lexical resources is usually encoded either in terms of binary lexico-
semantic relations, or through structures of hierarchies or semantic networks. This
non-numerical representation usually impedes their easy integration into NLP systems,
particularly given the heterogeneity of lexical resources and the type of knowledge they
provide. One way to address this issue is to transform (embed) knowledge encoded in
these resources into a semantic space. The embedding procedure can also be guided by
the target task at hand and the type of lexical information which is most important for
the task. The works done in [2, 3] are in this path. However, there remains plenty of room
for improving these techniques, particularly in capturing different type of knowledge
encoded in a single model and in densifying the resulting space.

2.2 Alignment of heterogeneous semantic spaces

Having a lexical resource represented in the form of a vectorial semantic space eases
the process of aligning it with distributional models. A current research focus of mine is
on the alignment of heterogeneous semantic spaces which are either constructed from
different sources or exhibit different properties. The alignment can be advantageous
to several NLP applications. For instance, in [4] we showed that a linear alignment of
corpus-based and knowledge base spaces can be used to induce new embeddings for
rare and unseen words in the former space (Figure 3 shows an illustration). Viewing the
alignment in the inverse direction, the procedure can be leveraged for knowledge base
completion.
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Past Research

3. Semantic Representation

Semantic representation, i.e., modeling the meanings (semantics) of linguistic items in
a mathematical or machine interpretable form, is a fundamental problem and a key
research challenge in NLP and Arti�cial Intelligence. Currently, the most prominent
representation approach is the Vector Space Model (VSM) which views a linguistic item
as a vector (or a point) in an n-dimensional semantic space. The semantic similarity
between points is then de�ned in terms of their distances (such as Euclidean, cosine,
etc.). Research in semantic representation has recently experienced a resurgence of in-
terest with neural network-based models that view the representation task as a language
modeling problem and learn dense representations (usually referred to as embeddings)
by ef�ciently processing massive amounts of texts.

Meaning con�ation de�ciency.Either in its conventional count-based form or the recent
predictive approach, the prevailing objective of representing each word type as a single
point in the semantic space has a major limitation (i.e., meaning con�ation de�ciency):
words can have multiple meanings. Representing a potentially polysemous word as a
single point in the semantic space con�ates all these meanings into a single represen-
tation. This objective can have negative impacts on accurate semantic modeling, e.g.,
semantically unrelated words that are synonymous to different senses of a word are
pulled towards each other in the semantic space. For example, the two semantically-
unrelated words squirrel and keyboard are pulled towards each other in the semantic
space for their similarities to two different senses of mouse, i.e., rodent and computer
input device.

3.1 Word senses and concepts

Semantic representation of word senses and concepts comes as a solution to the mean-
ing con�ation de�ciency of word representations. Because they represent the most �ne-
grained semantic level of language, word senses play a vital role in natural language
understanding. Effective representations of these entities can be directly useful to Word
Sense Disambiguation, semantic similarity, coarsening sense inventories, alignment
of lexical resources, lexical substitution, and semantic priming. Moreover, sense-level
representation can be directly extended to applications requiring word representations,
with the added bene�t that they provide an extra level of semantic distinction.

3.1.1 Align, Disambiguate, and Walk (ADW). One way to model word senses is to view
their sense inventory as a semantic network and directly exploit lexical and structural
knowledge in this network for modeling individual word senses. ADW [2] performs
a series of random walks on the semantic network of WordNet in order to represent
individual nodes (i.e., synsets) in this network. ADW is coupled with an alignment-
based disambiguation technique that transforms a given pair of texts to their intended
meanings. In [5], we extended ADW to the semantic network of Wiktionary and carried
out an extensive evaluation and analysis on several benchmarks.

3.1.2 De-Con�ated Semantic Representations (DeConf). Another way to compute
sense embeddings is to do a post-processing on word embeddings. By exploiting deep
knowledge from the semantic network of WordNet, DeConf [6] breaks a given word
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Figure 4
A 2D illustration of a uni�ed semantic space of words and word senses.

representation into its constituent sense representations. DeConf provides multiple
advantages in comparison to the past work, mainly for its linkage to a standard sense
inventory and its deep exploitation of this resource.

DeConf gets a d-dimensional pre-trained set of word embeddings and computes
sense embeddings in the same semantic space (Figure 4 shows an illustration of this
space). LetV represent this set. Our objective here is to compute a setV� = f v�

s1
; : : : ; v�

sn
g

of representations for n word senses f s1; : : : ; sn g in the same d-dimensional semantic
space of words. We achieve this for each sensesi by de-con�ating the representation vsi

of its corresponding lemma and biasing it towards the representations of the words in
Bi . Speci�cally, we obtain a representation v�

si
for a word sense si by solving:

arg min
v �

s i

� d (v�
si

; vsi ) +
X

bij 2B i

� ij d(v�
si

; vbij ) (1)

where vsi and vbij are the respective word representations (2 V ) of the lemma of si

and the j th biasing word in the list of biasing words for si , i.e, Bi . The distance
d(v; v0) between vectors v and v0 is measured by squared Euclidean distancekv � v0k2=P

k (vk � v0
k )2. The �rst term in Formula 1 requires the representation of the word sense

si (i.e., v�
si

) to be similar to that of its corresponding lemma, i.e., vsi , whereas the
second term encouragesv�

si
to be in the proximity of its biasing words in the semantic

space. The above criterion can be solved in an iterative manner and by computing the
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